


available for remediation, none is ideal because of technological limitations,
high financial costs, or associated ecological disruption. One of the parties to
the decision process suggests using a relatively novel and potentially contro-
versial remediation technology—genetically engineered microorganisms
(GEMs). Under what circumstances would the parties engaged in decision
making



In short, a tremendous amount of work deals with barriers to technology
deployment. But none of this work is fully satisfactory for predicting whether
controversial technologies truly can be placed on the table for discussion
because none provides an overarching framework.10 Thus, the recommenda-
tions that flow from this work (early and frequent public participation, adap-
tive learning decision modes, etc.) have not proved to be useful predictors of
acceptability. Existing literature, for example, fails to explain or predict the
circumstances under which early public participation would quash or pro-
mote consideration of controversial technologies (e.g., incineration).

PACT is our attempt to provide an encompassing explanatory framework
within which to understand and better predict the social acceptability of con-
troversial technologies. We present PACT in the context of the public influ-
ence over scientific and technological matters such as remediation. More
accurately, we reframe such matters as social issues—social decisions that
have technological and scientific dimensions. The decision-oriented dia-
logues on which PACT focuses are real-world manifestations of these issues.
At one level, viewing the participants in the dialogue raises questions about
such matters as (1) legitimacy—of the participants, the groups they may rep-
resent, and of the forum for involvement; (2) representation—the degree to
which participants represent the public, particular constituency groups, or



of the acceptability landscape, much as geology, hydrology, and ecology
shape the natural landscape. However, as in many landscapes, there may be
particularly prominent or significant features—the telescopic portion of
PACT’s lens allows one to focus on those features. When comparing land-
scapes, different features may be prominent (water—a lake or river; vegeta-
tion—or the lack thereof; a mountain or valley; etc.). Likewise, the prominent
features of the landscapes that constitute localized decision-making arenas
may vary across sites (e.g., the urgency of the human health or ecological
threats of contamination, trust or distrust among parties, the predictability of
the technology in question). PACT helps identify and interpret those features.

PACT distinguishes the concept of public acceptability11 from both tech-
nical feasibility and technology deployment. In a decision-making context,
acceptability gauges whether the technology or technological method at
issue conforms with societal values and norms sufficiently well to be placed
on the table as a viable alternative to other technologies. Technical feasibility
gauges whether the technology performs as promised in a reliable and pre-
dictable manner. A technology or method can be technically feasible yet fail
the test of social acceptability. Technology deployment is the process by
which a technology actually is put in place and used. Neither technical feasi-
bility nor social acceptability guarantees that a technology will be deployed.

We believe that the PACT framework fills a gap among the literatures that
describe stakeholder involvement, stakeholder-related risk communication,
and approaches to stakeholder-related negotiation. It focuses on the behav-
ioral arena in which interested parties enter into dialogues and reach conclu-
sions over acceptability. By studying these processes of interaction, observ-
ers and participants can gain a better understanding of community decisions
over acceptability. The approach, in principle, can be applied at different lev-
els of abstraction and to different types of dialogue. Applied in its most
abstract form, the framework imposes the fewest boundaries on the analysis
and permits the broadest range of exploration and discovery, while imposing
the greatest cognitive and analytical burden on the researcher. Imposed in a
more constrained form, the framework guides analysis along specific lines.

The PACT Framework

Overview

In developing PACT, we sought to meet two criteria. First, we wanted
PACT to enhance understanding of the complicated and sometimes lengthy
process that determines the acceptability of controversial technologies—in
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constituency groups (constituents) that pertain to considerations about using
particular hazardous waste remediation technologies.13 Our population of
interest is the constituents actively engaged in a decision-making process.
We refer to formalized, multiparty bodies such as site-specific advisory
boards as “public groups” because involved constituents, views collectively
are taken to be the public positions on technologies. The public group itself
becomes a group with its own identity and with its own characteristic intra-
group and intergroup dynamics. For purposes of exposition, we limit our con-
sideration of constituents to public groups, recognizing that there are many
ways in which constituents may be involved in (or excluded from) technol-
ogy decision making.

Individuals and constituency groups may come to the table in the public
group with a particular set of interests, concerns, or positions. However, these
parties tend not to act unilaterally or in isolation from the other participants in
the decision-making process (otherwise, they may have little or no influence
on decision making). They act and react in response to others engaged in the
decision-oriented dialogue. Participants’ positions may evolve over time
through the dialogue with other parties, whether those parties are internal or
external,14 to the public group. For example, individuals representing constit-
uency groups may have to proceed gingerly, simultaneously representing,
promoting, and defending their groups’ interests as well as participating
effectively in the public group; these individuals cannot change their position
unilaterally. Individuals who represent themselves have more flexibility but
may need to maintain some consistency if they wish to be taken seriously.



previously stated, acceptability refers to the willingness to consider the tech-
nology in question as a viable alternative. Conceptually, we treat acceptabil-
ity as a continuum rather than a dichotomy; the degree of acceptability also
may change over time. We have chosen to use “willingness to negotiate” as
evidence of and a measurable proxy for acceptability.

Willingness to negotiate about a technology may be conditioned by con-
cerns about the technology itself or by a range of other concerns, such as the
nature of public participation in decision making. Individuals or groups can
place any number of conditions on technology acceptability. The following
four conditions illustrate a gradation of responses, ranging from impervious





or they may change their positions through formal and informal interactions
with other participants. For example, constituents may enter the dialogue
process to seek information about a particular technology, information that
may extend well beyond technologies, their attributes, and attendant risks.
Once receiving that information, constituents may or may not find the tech-
nology acceptable (i.e., worth considering as a serious alternative). In this
sense, the dialogue process is educational. We do not assume, however, that
these kinds of educational efforts lead in any particular direction with regard
to acceptability. Educational campaigns may be more valuable in their long-
term influence on the views that people bring to decision-making dialogues
than in their ability to alter peoples’ positions on issues in the short-term for
specific decisions.16

We developed PACT with the recognition that issues falling outside the
realm of technology and its attributes can influence changes in participants’
positions. For instance, participants may be propelled toward a negative
binary stance because they interpret the positions or responses of another
party as being inappropriate or offensive. This movement may occur when
the offending party’s position falls outside of the other’s comfort zone or
because of different perceptions of participants’ standing (power and author-
ity) in the decision-making structure. Thus, the offending party may have
caused this movement along the decision-rule continuum completely inad-
vertently. Take, for example, an organization such as the League of Women
Voters, whose predominant interest may be process oriented—providing









represent opposite ends of a continuum. Core values are deeply held and rela-
tively slow to change. While they may not dictate behavioral choices abso-
lutely (e.g., individuals whose core values include the sanctity of human life
may, under some circumstances, take a human life), even considering choices



risks (e.g., living near nuclear power plants).27 We see familiarity in terms of
the predictability of the technology and its application.28 This predictability
is influenced by numerous factors, including the following:

• comparable scale of use (bench vs. field tests, small scale vs. large scale);
• similarity of conditions (contaminants, soil profile, site hydrology, etc.);
• effectiveness in similar or other settings;
• problems, direct or secondary, at other locations; and
• financial costs.

These factors, and therefore predictability, are not absolute. They are
judgments based on (varying) interpretations. Furthermore, the dynamics of
one-way or interactive communication about these factors may, themselves,
affect parties’ judgments and interpretations (including judgments of trust-
worthiness of communicators and the information communicated).

Although a deceptively complicated statement, we suggest that the greater
the familiarity with—predictability of—the technology, the greater the will-
ingness to negotiate. The obvious exception to this statement is those cases
where past experiences with a familiar technology are viewed negatively.

Context Dimension Elements: Institutions

Institutional context attributes seem to play a frequent and strong role in
decision-oriented dialogues. We highlight just one aspect of institutional
context here:

• The rigidity (tightness) and proximity (urgency) of a decision schedule will
increase willingness to negotiate if that schedule is seen as real (with signifi-
cant penalties for missing the date).

This statement recognizes that remediation decision making often is pre-
sented as schedule-driven. However, the reasons underlying that forcing
event are not always apparent or meaningful to constituents involved in deci-
sion making. When the penalties associated with not meeting the schedule
are seen as real, and particularly if they are seen as irreversible (e.g., for some
human health or ecological impacts), then we suggest that groups will have
increased willingness to negotiate (MacNaughton 1996).29 These situa



schedule seems manufactured or groundless, then participants have no par-
ticular incentive to make a decision. Continuing difficulty in reaching agree-
ments on cleanup may be a diagnostic of situations in which constituents per-
ceive that there is no true urgency or importance attached to the decision they
are being asked to make.

Distinguishing Features of PACT

Several notable features of PACT distinguish it from other approaches to
societal acceptability or decision making about controversial technologies.

• PACT distinguishes between acceptability and deployment. As discussed ear-
lier, acceptability is a necessary but not sufficient condition for deployment.

• PACT is comprehensive. Instead of highlighting a single dimension such as
perceptions of a technology, PACT emphasizes four dimensions. The frame-
work focuses on how constituent, technology, and context dimensions interact
to affect decision-oriented dialogues. This comprehensiveness presents its
own challenges, but it leads to a richer, more complete picture of the interac-
tions we wish to study. PACT is built on the premise that societal acceptability
of innovative or controversial technologies is situation dependent. That situa-
tion is not defined by the technology or the decision-making process or the
power structure of a community or demographic composition alone, but rather
by the combination of such factors as they influence one another (Van Liere
and Dunlap 1980).30

• PACT emphasizes interactions among constituents. It recognizes that the



Future Plans

This article has described the first steps in developing PACT as a robust
framework that is theoretically sound and practically useful for understand-
ing how dialogues among constituents affect the acceptability of the technol-
ogy under consideration. We presented a broad overview of the framework,
discussed a few of the important elements, and highlighted its distinct fea-
tures. The next stage in the development of PACT is to use the framework to
guide empirical data collection and analysis, in the process refining the
framework.

We will limit this application to specific decision-making contexts, although
we can use PACT to address any of the range of formal and informal venues
through which the dialogue process occurs. Each venue, such as public meet-
ings or local dialogues carried out in newspapers, has its own culture and,
therefore, would require somewhat different research conventions. In the
next phase of PACT research, however, we have chosen to focus on data about
one particular formal venue for dialogue among constituency groups—
DOE’s site-specific advisory boards.

DOE’s twelve site-specific advisory boards (SSABs) are federally char-
tered, which means that the groups have the legal authority to advise a federal
agency. Each SSAB has its own charter, so that the groups in different loca-
tions are not simply replicas of one another. Furthermore, the twelve groups
are associated with different DOE sites, each of which has a different compo-
sition of constituents, site and contamination characteristics, and history. The
SSABs constitute public groups according to our earlier definition (a formal
intergroup mechanism for reaching acceptability decisions that will be
deemed as the public position). SSABs have become an important mecha-
nism through which DOE seeks public approval for a number of its site-
specific decisions. Because of the asymmetrical impact that constituency
groups have on acceptability, approval means the absence of opposition—at a
minimum, something other than a negative binary response (“no way”). In
focusing on acceptability, we are less concerned with obtaining data on
approval for decisions about which technology to use than with data on the
serious consideration of technologies such as GEMs. Operationally, then,
approval means that no party with absolute blocking power opposes the con-
sideration (and, therefore, potential deployment) of the technology. It
remains a matter of empirical observation to see whether parties who do not
or think that they do not have that blocking power either participate at all or
persist in their participation.
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SSAB meetings, in effect, become the stage on which the acceptability
drama unfolds. Because GEMs do not appear on the horizon for real-world
remediation application, we will rely mostly on data about—discussions
of—other hazardous waste remediation technologies, including other
bioremediation technologies, if possible. We will analyze these dramas to
learn how multiparty dialogues are structured, who the players are, how they
represent their positions, and how, over time and through interactions with
other players, those positions change along the decision-rule continuum. We
also plan to use the SSAB meetings (observed through videotape or audio
recordings of past meetings, tracking issues over time) as a platform from
which to gather other kinds of data. As examples, we will investigate
involved constituents with regard to their involvement in the SSAB meetings
to gain information about the parties, the issues of greatest concern to them,
their goals and typical strategies, and their perspectives on other parties par-
ticipating in the SSAB meeting and in the dialogue process. In addition, ana-
lyzing the involved individuals and groups will help us determine whether
our observations and interpretations of SSAB meetings mesh with their
understanding of the situation, providing a ground-truthing mechanism.
Exploring and refining PACT through an analysis of SSAB interactions
allows us to apply PACT as a tool for simultaneously taking panoramic and
telescopic views to understand the determinants of public acceptability of
controversial technologies like GEMs. In turn, this understanding can inform
the larger discussion about the roles of participation and science in technology-
oriented decision making.

NOTES

1. These parties include what some have termed internal and external stakeholders. Internal
stakeholders are those individuals and constituency groups whose personal or organizational
livelihoods directly affect or are affected by the decision at hand (e.g., agencies or organizations
responsible for the wastes or remediation, researchers, technology developers). External stake-
holders are those other individuals or groups who have an interest or stake in the decision out-
come. External stakeholders include such groups as civic and religious organizations or environ-
mental groups and may include local groups as well as regional or national groups.

2. As examples, see Boulter (1997); Burger (1988); Fischhoff, Watson, and Hope (1984);
Hansson (1989); Urban and Hoban (1997); Slovic (1987, 1997); Slovic and Fischhoff (1980);
Slovic and Layman (1991); and Starr (1969).

3. See Davies, Covello, and Allen (1987); Golding, Krimsky, and Plough (1992); Hance,
Chess, and Sandman (1991); Kasperson (1986); Krimsky and Plough (1988); and National
Research Council (1989).

4. See Fisher, Chitose, and Gipson (1994); Mayo and Hollander (1991); Otway and von
Winterfeldt (1992); and Stern and Fineberg (1996).

5. As examples, see Clarke and McCool (1985) and Lowi (1979).

150 Science, Technology, & Human Values







men about the consequences for self, others, and the biosphere” (p. 322). In addition,
Stern and Dietz (1994) found that studies indicate that positive environmental acts are
higher in those with biospheric or altruistic values and lower in those with egoistic
values.

See also Keeney (1992); Kempton, Boster, and Hartley (1995); and Seligman, Syme, and
Gilchrist (1994).
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